


Uvod - Al u medicini
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Problem koji rjesavamo

retom od stvarnih EKG anomalija



Hardverska platforma




Koncept rjesenja










Prikupljanje podataka
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3. Mirovanje



Obrada signala

» Koriscen je Spectral Analysis blok

° FFT anallza Slg N ala Time series data Spectral Analysis o Classification o
* izdvajanje frekvencijskih karakteristika B

a8ccx, accy. accz, gyrox. gyroy, gyroz Spectral features

4 P a ra m etri : gl nput axes (6) Input features
o F FT d UZi n a : 1 6 = accx Spectral features

Window increase (stride)

- logaritamska skala spektra iy -

3 (idle. shake, updown)

Frequency (Hz)
:

Zero-pad data
o

4

Add a learning block




Obrada signala

After filter After filter




E

Arhitektura neuronske mreze

ras.m odels import Sequential
4 ayers import Dense, InputLayer, Dropout, Conv1D, Conv2D, Flatten, Reshape, MaxPooling1D, MaxPooling2D,
eragePooling2D, BatchNormalization, Permute, ReLU, Softmax, Activation
Mgy ) » 5 5
o te ras.optimizers.legaq import Adam
i

'OCHS = args.epochs or 40
/;' ATE = args.learning_rate or 0.005
,%, , hon-deterministic functions (e.g. shuffling batches) are not used.

lis is False by default.
ENSURE_DETERMINISM = args.ensure_determinism
# this controls the batch size, or you can manipulate the tf.data.Dataset objects yourself
BATCH_SIZE = args.batch_size or 32
if not ENSURE_DETERMINISM:

train_dataset = train_dataset.shuffle(buffer_size=BATCH_SIZE*4)
train_dataset=train_dataset.batch(BATCH_SIZE, drop_remainder=False)
validation_dataset = validation_dataset.batch(BATCH_SIZE, drop_remainder=False)

# model architecture

model = Sequential()

model.add(Dense (256, activation="relu’,
activity_regularizer=tf.keras.regularizers.(1(0.00001)))

model.add(Dropout(0.2))

model.add(Dense (256, activation="relu’,
activity_regularizer=tf.keras.regularizers.(1(0.00001)))

model.add(Dropout(0.2))

model.add(Dense (256, activation="relu’,
activity_regularizer=tf.keras.regularizers.(1(0.00001)))

model.add(Dropout(0.2))

model.add(Dense(classes, name="y_pred', activation="'softmax’))

# this controls the learning rate

opt = Adam(learning_rate=LEARNING_RATE, beta_1=0.9, beta_2=0.999)
callbacks.append(BatchLoggerCallback(BATCH_SIZE, train_sample_count, epochs=EPOCHS,
ensure_determinism=ENSURE_DETERMINISM))

# train the neural network
model.compile(loss="categorical_crossentropy’, optimizer=opt, metrics=['accuracy’])
model.fit(train_dataset, epochs=EPOCHS, validation_data=validation_dataset, verbose=2, callbacks=callbacks)

# Use this flag to disable per-channel quantization for a model.

# This can reduce RAM usage for convolutional models, but may have
# an impact on accuracy.

disable_per_channel_quantization = False






Rezultati - tacnhost

« Ukupna tacnost: 96.9%
e Loss: 0.07

« AUC ROC: 1.00

* F1 score (prosjek): 0.97




Rad na uredaju (On-device performance)

= (€ Mirovanje JaCe pomjeranje Slabije pomjeranje

@ seialPlot

Mirovanje: stabilni EKG signal Pomjeranje: prisutni artefakti

* Vrijeme obrade: 62 ms
» Potrosnja RAM-a: 6 KB
* Pogodno za real-time medicinske aplikacije



Rad na uredaju (On-device performance)

Elektrode za EKG

EKG Mirovanje JaCe pomjeranje Slabije pomjeranje









Zakljucak

uzdane rezultate
ed Al rjeSenja
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